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“SE Coef” stands for standard error of the coefficient—slope in this case. This is the
estimate (from the sample) of standard deviation of the sample distribution of slope.

= 145.851 is the standard deviation of the residuals, and thus measures how far, on
average, observed word counts are from word counts predicted by the regression
equation.

‘The P-value for this test is on the line “File size” and s therefore 0.022. A P-value less
than the level of significance provides enough evidence against Hy to reject it
Statement I is not a condition required for regression inference. The Normality condition
requires that the value of the response variable be Normally distributed at each value of
the explanatory variable. Statements 11 and 11l are the “Equal variance” and “Linear”
conditions.

0.092498 is the slope of the sample regression line, and thus estimates the change in the
predicted value of the response variable for a one-unit change in the explanatory variable.
Margin of error is (critical value)*(standard error of estimate). The critical ¢ for 90%
confidence and 40 — 2 = 38 degrees of freedom is not in table B, but must be slightly
larger than the critical  for 40 degrees of freedom, which is 1.684, thus the correct choice
must be 1.686(0.0106)

Statement 1 is the appropriate interpretation of a “U-shaped” pattern in residuals.
Statement I1 is true because the residuals near x = 1982 are all below the regression line,
s the line overestimates observed values. Without the scatterplot, we cannot determine
‘whether number of employees increases or decreases with year, so we don’t know if
Statement II1 is correct.

If y=ab", then log y=loga-+(logb)x so the relationship between log y and x is linear
with slope log b and intercept log a.

‘The “Coef” column provides the slope and intercept of the regression equation for the
transformed variables. This regression is for log y vs. x, so the equation s

log y =—-449.7+0228x
T/ =-5.36+3216(In12) ==5.36 + 3.216(2.4849) = 2.632, s0 I =€ =13.894
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Part Il

11. (a) Linear: the scatterplot shows a weak linear relationship between sleep and GPA, and the
residual plot shows a random scatter of points about the line residual = 0. Independent: Study
time and score for randomly-selected students should be independent. We are sampling without
replacement, but there are more than 10x10=100 students in the class. Normal: The Normal
probability plot of the residuals is roughly linear, which suggests that test scores are roughly
Normally distributed for each value study time. Equal variance: the small sample size makes
this difficult to assess, but the residual plot show no obvious differences in variability around the
line residual = 0 for different values of study time. Random: The problem states that the 10
students were randomly selected. (b) We are testing the hypotheses

H,: =0 versus H,: =0, where 3 is the true slope of the population regression line relating
hours of study to test scores for all students in the introductory statistics class. We will use a
significance level of o= 0.05. Plan: The procedure is a r-test for regression slope. Conditions
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were checked in part (). Do: From the computer output, the -statistic (with 8 degrees of
freedom) is 4.25, yielding a P-value of 0.003. Conelude: Since the P-value is less than o= 0.05,
we reject Hy. We have enough evidence to conclude that there is a linear relationship between
study time and their score on this test for all students in the class. (c) State: We want to estimate
. the true slope of the population regression line relating study time to test score, with 95%
confidence. Plan: We will use a r-interval for the slope to estimate . Conditions were checked
in part (a). Do: We use the 1 distribution with 10 -2 = 8 degrees of freedom to find the critical
value. For a 9% confidence level, the critical value is 1*=2.306, so the 95% confidence
interval for s 12:+2.306(2.825) = 12£6.514 or (5.486,18.514). Conclude: We are 95%
confident that the interval from 5.468 to 18.514 captures the actual slope of the population
regression line relating test score and study time for students in this class. (d) No. Since this
was not a controlled experiment, we cannot establish a causal relationship between study time
and test score. There may be other variables that are confounded with study time.

12. (a) A linear model is not a good fit. The scatterplot shows a distinct curve, and/or the
“U-shaped” pattern in the residual plot suggests a non-linear relationship between length and

wei

(b) g1’[“1:. Weight vs. In Length is roughly linear, then Weight vs. Length can be modeled well by
a power function, since y = ax” means that In y=Ina-+ plnx. (¢) From the computer output,

the regression equation is In Weight=~4.7017 +3.04223(In Length), so for a fish with length
75 em, InWeight=—4.7017+3.04223(In75) ==4.7017 + 3.04223(4.317) = 8.432 and

Weight = e = 4591.67 grams. (d) Since a 75 cm fish is much longer than the fish on which
the regression model was based, this prediction extrapolates well beyond the data and is not very
reliable.





